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ABSTRACT
ChatGPT has demonstrated remarkable capabilities across various
natural language processing (NLP) tasks. However, its potential for
inferring dynamic network structures from temporal textual data,
specifically financial news, remains an unexplored frontier. In this
research, we introduce a novel framework that leverages ChatGPT’s
graph inference capabilities to enhance Graph Neural Networks
(GNN). Our framework adeptly extracts evolving network struc-
tures from textual data, and incorporates these networks into graph
neural networks for subsequent predictive tasks. The experimen-
tal results from stock movement forecasting indicate our model
has consistently outperformed the state-of-the-art Deep Learning-
based benchmarks. Furthermore, the portfolios constructed based
on our model’s outputs demonstrate higher annualized cumula-
tive returns, alongside reduced volatility and maximum drawdown.
This superior performance highlights the potential of ChatGPT
for text-based network inferences and underscores its promising
implications for the financial sector.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Applied computing→ Economics.
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1 INTRODUCTION
The prediction of stock movements stands as one of the most intri-
cate and elusive challenges in modern times, with accurate forecasts
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promising significant investment returns [4]. While stock prices are
assumed to encapsulate all relevant market information [6], the pro-
cess of distinguishing genuine signals from noise can critically im-
pact forecasting efficacy. The academic community has responded
to this challenge by formulating a wide array of statistical and ma-
chine learning models for forecasting purposes [5, 8, 10]. However,
these approaches often overlook the underlying interdependencies
among distinct equities, thus curtailing their predictive potential.
Additionally, external events can influence relevant companies at
different rates, leading to a phenomenon known as the "lead-lag
effect" [12]. The existence of both interdependencies and lead-lag
effects highlight the limitations of current methods in capturing
dynamic relationships and modeling the evolution of markets.

Large Language Models (LLMs), such as ChatGPT, have demon-
strated their prowess across a wide spectrum of Natural Language
Processing (NLP) tasks [1]. However, their applications in the fi-
nancial economics domain are still in a nascent stage. In the study,
we present a novel approach that exploits ChatGPT to predict stock
price movement. Our method commences with employing ChatGPT
to identify and extract latent inter-dependencies among equities,
thereby yielding an evolving graph that undergoes daily updates.
Following this, a Graph Neural Network (GNN) is employed to
generate embeddings for the target companies. These resultant em-
beddings are eventually integrated with a Long Short-Term Mem-
ory (LSTM) model to forecast stock movements for the upcoming
trading day.

We evaluate the performance of our proposed model using a
real-world dataset, setting the Dow Industrial Average 30 Compa-
nies (DOW 30) as primary targets. When applied to stock move-
ment forecasting, our model outperforms all baseline models in
terms of weighted F1, Micro F1, and Macro F1 metrics, register-
ing a minimum improvement of 1.8%. Furthermore, we utilize the
model’s output to build portfolios based on both long-only and
long-short strategies. The evaluation of portfolio performance re-
veals that our model consistently surpasses benchmarks regarding
cumulative returns during the out-of-sample period, while also
demonstrating lower annualized volatility and decreased maximum
drawdown. These findings in both stock movement forecasting and
portfolio performance evaluation underscore the effectiveness of
our ChatGPT-informed GNN model, and highlight the potential of
LLMs in processing financial data.

This paper presents two major contributions. First, to the best of
our knowledge, this is the first study that investigates ChatGPT’s ca-
pacity to infer network structures from textual data in the financial
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Figure 1: Overview of the ProposedModel: Combining Graph
Neural Network and ChatGPT to predict stock movements.

economics area. While ChatGPT’s impressive proficiency across
diverse NLP tasks is well documented, our work distinguishes it-
self by pioneering the connection between time-series textual data
and dynamic network structures. Second, the experiment provides
compelling evidence of our model’s superior performance in stock
movement forecasting. Given that even minor improvements in
stock prediction accuracy can yield substantial profit increments
[3, 4], the enhanced performance of our model highlights its signif-
icant practical implications within the broader financial arena.

2 RELATEDWORK
As the ability to predict stock movement plays a crucial role in
shaping investment decisions, managing financial risks, and for-
mulating trading strategies, scholars have employed a plethora of
forecasting methods encompassing statistical approaches (e.g., MA,
ARIMA, GARCH), machine learning techniques (e.g., KNN, SVM),
as well as deep learning methods [5, 8]. Beyond modeling relation-
ships with historical prices, researchers also integrate alternative
data sources such as news articles, social media data, and financial
reports, to enhance predictive capabilities [9]. However, these tech-
niques often fall short in capturing the complex interdependencies
among stocks, where the fluctuation of one stock can significantly
influence the movements of other related stocks.

To capture the intricate interconnections among equities, recent
researchers propose the use of GNN to better consolidate market
information. GNN represents a novel branch of deep learning meth-
ods grounded in graph theory, in which companies act as nodes
and relationships between companies are denoted as edges [14].
By disseminating information throughout the network, GNN em-
powers each company to take into account the information from
its neighboring entities, thereby enhancing the learning and repre-
sentation of market data. This advantage of GNN is corroborated
by studies like [3] that demonstrates the superior performance of
GNN in comparison to non-graph-based techniques.

Nonetheless, current GNN studies primarily construct these net-
works based on predefined graph structures, like financial knowl-
edge graphs [7] or domain-specific knowledge [2]. These prede-
fined knowledge graphs, constructed using manually-engineered
features, often struggle to update in a timely manner and capture

emergent relationships as the market continually evolves. In this
study, we propose using LLMs, particularly ChatGPT, to respond
to this limitation. While LLMs have shown remarkable capabilities
across a broad array of NLP tasks [1], recent studies also illumi-
nate their potential within the financial sector [11, 13]. Despite
these advancements, there remains a lack of investigation into the
effectiveness of ChatGPT’s inference ability in identifying interde-
pendencies among market equities. Addressing this research gap,
our study leverages ChatGPT’s capability to extract relationships
among financial entities from textual inputs. Subsequently, we con-
struct a GNNmodel using the graph structures inferred by ChatGPT
to forecast stock movement.

3 METHOD
Our objective is to predict the stock movement (up, down, or neu-
tral) for a set of target companies on the next trading day. Suppose
we have a total of 𝑁 target companies, where 𝑖 denotes a specific
company, 𝑡 represents a timestamp, and 𝐿 corresponds to the look-
back length. Accordingly, our predictive task uses features from
time 𝑡 to 𝑡 + 𝐿 to forecast stock movement at time 𝑡 + 𝐿 + 1. To
achieve this, we propose a novel framework that integrates Chat-
GPT and GNN for stock movement prediction. This framework
consists of three main components: network structure inference
from financial news using ChatGPT, company embedding through
GNN, and stock movement prediction using sequential models and
fully-connected neural networks. A comprehensive overview of our
proposed framework is presented in Figure 1. We further elaborate
on each component in the subsequent sections.

3.1 Network Structure Inference via ChatGPT
Our framework necessitates two types of time-series input features:
news headlines and stock market data. The stock market data en-
compasses daily market information for each company. We use S𝑡
to denote market data at time 𝑡 , where s𝑖,𝑡 denotes the associated
data of a specific company. On the other hand, news headlines are
not company-specific and may cover various public companies. We
thus exploit the inferential capabilities of ChatGPT to discern: 1)
Which target companies could be affected by the day’s news, and
2) How will these companies be affected: positively, negatively, or
neutrally? To operationalize this, we design the following prompt
for daily news headline input to ChatGPT:

Forget all your previous instructions. I want you to act as an expe-
rienced financial engineer. I will offer you financial news headlines
in one day. Your task is to:

1. Identify which target companies will be impacted by these
news headlines. Please list at least five of them.

2. Only consider companies from the target list.
3. Determine the sentiments of the affected companies: positive,

negative, or neutral.
4. Only provide responses in JSON format, using the key "Af-

fected Companies".
5. Example output: {"Affected Companies": {Company 1: “posi-

tive”, Company 2: “negative”}}
6. News Headlines are separated by "\n"
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The ChatGPT response provides two insightful elements: the
companies being affected by the news and their corresponding
sentiments. Because prior research has demonstrated a strong asso-
ciation between ChatGPT’s sentiment on next day’s stock return
[11], we primarily focus on the "Affected Companies" output to
construct a ChatGPT-Informed graph structure to feed GNN at the
current stage. We build the graph 𝐺𝑡 = (𝑉 , 𝐸𝑡 ) at each timestamp
by representing each target company as a node and building an
edge between two companies if they were considered as "being
affected together" by ChatGPT. For instance, if the "Affected Com-
panies" output at 𝑡 is [’BA’, ’AMGN’, ’MSFT’], we construct edges
𝐸𝑡 among these ticker pairs: ’BA’ – ’AMGN’, ’BA’ – ’MSFT’, and
’AMGN’ – ’MSFT’. After gleaning these inferred relationships from
news using ChatGPT, we input these graphs sequentially into GNN
to generate company embeddings.

3.2 Company Embedding through GNN
At this stage, we leverage GNN to transform the nodes (compa-
nies) into vector representations. As a cutting-edge deep learning
model, GNN is adept at handling complex graph structures and
embedding nodes into lower-dimensional vectors that encapsulate
both nodes’ attributes and network topology [14]. In our context,
GNN integrates the features of a company and its closely intercon-
nected companies at a given timestamp to generate embeddings.
Consequently, each company’s embedding through the GNN in-
corporates its unique features, as well as the features of relevant
companies that are affected together by the news headline. Taking
company 𝑖 and associated features at time 𝑡 as an example, we
formally describe the GNN embeddings process as follows:

hGNN𝑖,𝑡 = GNN
(
h𝑖,𝑡 ;m𝑖,𝑡 ;Θ𝐺𝑁𝑁

)
(1)

where Θ𝐺𝑁𝑁 symbolizes the trainable parameters in each layer
of GNN, h𝑖,𝑡 denotes the original feature of company 𝑖 , and m𝑖,𝑡

represents the aggregated information from its neighbors at time 𝑡 .
The final GNN embedding of company 𝑖 is denoted as hGNN

𝑖,𝑡
.

3.3 Sequential Models and Output Layers
Retaining the information of the company and its neighbors, the
output of the GNN is subsequently concatenated with the corre-
sponding company’s stock market data. We utilize a LSTM model
as the sequential model in our framework. These combined data
vectors are sequentially input into the LSTM, generating aggregated
embeddings specific to each company over the lookback period.
Concurrently, the stock market data undergoes a separate LSTM
model to generate another set of embeddings. These two sets of
embeddings are concatenated again and fed through a fully con-
nected neural network layer to generate the final prediction for the
stock movement. The process can be formalized as follows:

hCOMB
𝑖,𝑡 = CONCAT

(
hGNN𝑖,𝑡 , s𝑖,𝑡

)
(2)

hCOMB
𝑖 = LSTM

( [
hCOMB
𝑖,𝑡 , · · · hCOMB

𝑖,𝑡+𝐿

]
;Θ𝐿𝑆𝑇𝑀1

)
(3)

hSTOCK𝑖 = LSTM
( [
s𝑖,𝑡 , · · · s𝑖,𝑡+𝐿

]
;Θ𝐿𝑆𝑇𝑀2

)
(4)

𝑦𝑖 = 𝑀𝐿𝑃

(
CONCAT

(
hCOMB
𝑖 , hSTOCK𝑖

)
;Θ𝑀𝐿𝑃

)
(5)

where Θ𝑀𝐿𝑃 , Θ𝐿𝑆𝑇𝑀1 , and Θ𝐿𝑆𝑇𝑀2 are the trainable parameters.
Furthermore, given that we predict stock movement at 𝑡 +𝐿+1, this
is a classification task with three categories: up, down, and neutral.
Following previous literature [3], we generate the category for the
ground truth based on the return (𝑅𝑖 = 𝑝𝑖,𝑡/𝑝𝑖,𝑡−1 − 1, where 𝑝𝑖 is
the stock price) and defined thresholds (𝑟up = 0.01, 𝑟down = −0.01).
Specifically, the variable𝑦𝑖 is labeled as "up" when 𝑅𝑖 ≥ 𝑟up, "down"
when 𝑅𝑖 ≤ 𝑟down, and "neutral" otherwise. Finally, we employ cross
entropy to generate the loss and backpropagate it for trainable
parameters adjustment. In the following section, we assess our
proposed model’s performance on a real-world dataset.

4 EXPERIMENT
We evaluate the effectiveness of our proposed framework using a
real-world dataset comprising the DOW 30 Companies as the main
subjects. Since theDOW30 compositionwas last updated onAugust
31, 2020, we opt for the period from September 1, 2020, to December
30, 2022, as our target interval. The training period extends from
September 1, 2020, to September 30, 2021, consistent with the final
data point integrated into ChatGPT’s model training. To gather
input features for both periods, we acquire daily variables of each
DOW 30 company from the CRSP Databases as stock market data.
For the financial news headlines, we collect 2,713,233 and 3,717,666
unique headlines for the training and test periods respectively.

In recognition of the temporal sensitivity of news and its lag ef-
fect on the stock market, we meticulously align the news timestamp
with the subsequent market period. For instance, a news headline
recorded before 16:00 on Day 𝑡 is linked with the same day’s mar-
ket data, and employed to predict stock movements on Day 𝑡 + 1.
Conversely, if a headline is logged after 16:00, it is assigned to the
succeeding day (Day 𝑡 + 1) and used to forecast stock movement
on the following day (Day 𝑡 + 2). This stratagem ensures the purity
of out-of-sample test results and precludes potential data leakage.

Our benchmark selection is rooted in the two types of input fea-
tures we utilize. We deploy LSTM and ARIMA model for stock mar-
ket data, and state-of-the-art sentence transformers (News-Embed
model) to leverage the financial news headlines. Furthermore, cor-
roborating previous research that affirms the predictive power of
ChatGPT’s direct outputs [11], we incorporate the sentiment judg-
ment from ChatGPT on stocks as a benchmark.

Table 1: Model Performance of Stock Movement Prediction

Model Weighted F1 Micro F1 Macro F1

ChatGPT 0.3970 0.4607 0.3085
News-Embed 0.4059 0.4318 0.3425
Stock-LSTM 0.4036 0.4132 0.3455
Our Model 0.4133 0.4423 0.3529

We assess our proposed model on two tasks: First, we scrutinize
its performance in the classification of stock movement predcition.
The evaluation metrics included weighted F1, Macro F1, and Micro
F1 scores. Second, we construct portfolios based on the model
outputs, and evaluate their performance in terms of accumulated
return, volatility, and maximum drawdown. Detailed results from
these experiments will be elucidated in the subsequent section.
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5 RESULTS
The experimental results of stock movement forecasting are pre-
sented in Table 1, with two primary observations. First, our pro-
posed model persistently outperforms both the stock-LSTM and
News-Embed models in all three metrics, recording a minimum
enhancement of 1.8%. Notably, our model distinguishes itself from
stock-LSTM by employing dynamic graph structures that ChatGPT
generates from daily financial news. This suggests the potency of
ChatGPT’s zero-shot learning capability in inferring networks from
text. Since earlier research has demonstrated a 0.005 increase in the
Micro F1 score can result in a profit increase of 12% [3, 4], our model
offers considerable practical implications within the financial field.

Second, though past studies have emphasized the strong cor-
relation between the sentiment outputs from ChatGPT and stock
movements [11], our findings indicate that amalgamating these out-
puts with GNN amplifies performance. Despite ChatGPT delivering
commendable Micro F1 scores, this is largely due to an inherent
data imbalance during the testing phase, as the 58.5% of stock
movements were neutral. ChatGPT’s predictive prowess falters
when forecasting stock downtrends, with a score of 10.88%, com-
pared to our model’s 19.46% in this category. This pattern echoes
in time-series models like ARIMA, which predominantly predict
all movements as neutral. The enhanced ability of our model to
forecast both upward and downward movements is instrumental
in aiding investors to limit losses and maintain portfolio stability.

Figure 2: Portfolio Performance During the Test Period

We also evaluate the economic implications of our model by
constructing portfolios grounded in the model’s outputs. Given
that each stock’s predicted outcome is either upward, neutral, or
downward for the next trading day, we construct portfolios with
both long-only strategy and long-short strategy. We then conduct
the backtest on these portfolios during the out-of-sample period
(October 1, 2021, to December 30, 2022). The cumulative returns for
the Long Portfolio are depicted in Figure 2. As seen from the fig-
ure, our proposed model consistently outperforms both the LSTM
and ChatGPT model in terms of cumulative returns. This persistent
superiority signifies the effectiveness of our model in predicting pos-
itive stock returns. Moreover, the portfolio derived from ChatGPT
outputs exhibits significantly higher annualized volatility (23.61%)
compared to our model (14.06%). The maximum drawdown of the

ChatGPT model (0.2112) also substantially exceeds that of ours
(0.1242). As previously noted, this discrepancy is primarily due
to ChatGPT’s limitations in predicting negative returns, thereby
rendering it prone to higher volatility.

6 DISCUSSION
This study introduces a novel framework that leverages the graph
inference capabilities of ChatGPT to enhance GNN forecasting
performance. Our experimental results using data from DOW 30
companies underscore the superior performance of our model over
all benchmarks in predicting stock movements. Furthermore, port-
folios constructed based on our model’s outputs yield higher cumu-
lative returns while simultaneously exhibiting reduced volatility
and drawdowns.

Despite this is the first study that integrates ChatGPT-inferred
networks with GNNs, our paper is not without its limitations. First,
our model only includes stock market data and news headlines
as input features. Considering stock market are influenced by a
complex web of interconnected factors, augmenting our model with
additional input features could further boost its predictive accuracy.
Second, we only utilize basic network structures in themodel, which
could be upgraded to more sophisticated architectures. Finally, the
recent evolution of ChatGPT, with the incorporation of browsing
ability and plugins, enables it to interact with the latest information.
As such, enriching our model with the most current financial news
and market data may further enhance its forecasting performance.
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